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#### Abstract

In this note, we review score functions properties and discuss inequalities on the Fisher Information Matrix of a random vector subjected to linear non-invertible transformations. We give alternate derivations of results previously published in [6] and provide new interpretations of the cases of equality.
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## 1. Introduction

The Fisher information matrix $J_{X}$ of a random vector $X$ appears as a useful theoretic tool to describe the propagation of information through systems. For instance, it is directly involved in the derivation of the Entropy Power Inequality (EPI), that describes the evolution of the entropy of random vectors submitted to linear transformations. The first results about information transformation were given in the 60's by Blachman [1] and Stam [5]. Later, Papathanasiou [4] derived an important series of Fisher Information Inequalities (FII) with applications to characterization of normality. In [6], Zamir extended the FII to the case of non-invertible linear systems. However, the proofs given in his paper, completed in the technical report [7], involve complicated derivations, especially for the characterization of the cases of equality.

The main contributions of this note are threefold. First, we review some properties of score functions and characterize the estimation of a score function under linear constraint. Second,

[^0]we give two alternate derivations of Zamir's FII inequalities and show how they can be related to Papathanasiou's results. Third, we examine the cases of equality and give an interpretation that highlights the concept of extractable component of the input vector of a linear system, and its relationship with the concepts of pseudoinverse and gaussianity.

## 2. Notations and Definitions

In this note, we consider a linear system with a $(n \times 1)$ random vector input $X$ and a $(m \times 1)$ random vector output $Y$, represented by a $m \times n$ matrix $A$, with $m \leq n$ as

$$
Y=A X
$$

Matrix $A$ is assumed to have full row rank (rank $A=m$ ).
Let $f_{X}$ and $f_{Y}$ denote the probability densities of $X$ and $Y$. The probability density $f_{X}$ is supposed to satisfy the three regularity conditions (cf. [4])
(1) $f_{X}(x)$ is continuous and has continuous first and second order partial derivatives,
(2) $f_{X}(x)$ is defined on $\mathbb{R}^{n}$ and $\lim _{\|x\| \rightarrow \infty} f_{X}(x)=0$,
(3) the Fisher information matrix $J_{X}$ (with respect to a translation parameter) is defined as

$$
\left[J_{X}\right]_{i, j}=\int_{\mathbb{R}^{n}}\left[\frac{\partial \ln f_{X}(x)}{\partial x_{i}} \frac{\partial \ln f_{X}(x)}{\partial x_{j}}\right] f_{X}(x) \mathrm{d} x
$$

and is supposed nonsingular.
We also define the score functions $\phi_{X}(\cdot): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ associated with $f_{X}$ according to:

$$
\phi_{X}(x)=\frac{\partial \ln f_{X}(x)}{\partial x}
$$

The statistical expectation operator $\mathrm{E}_{X}$ is

$$
\mathrm{E}_{X}[h(X)]=\int_{\mathbb{R}^{n}} h(x) f_{X}(x) \mathrm{d} x
$$

$\mathrm{E}_{X, Y}$ and $\mathrm{E}_{X \mid Y}$ will denote the mutual and conditional expectations, computed with the mutual and conditional probability density functions $f_{X, Y}$ and $f_{X \mid Y}$ respectively.

The covariance matrix of a random vector $g(X)$ is defined by

$$
\operatorname{cov}[g(X)]=\mathrm{E}_{X}\left[\left(g(X)-\mathrm{E}_{X}[g(X)]\right)\left(g(X)-\mathrm{E}_{X}[g(X)]\right)^{T}\right]
$$

The gradient operator $\nabla_{X}$ is defined by

$$
\nabla_{X} h(X)=\left[\frac{\partial h(X)}{\partial x_{1}}, \ldots, \frac{\partial h(X)}{\partial x_{n}}\right]^{T}
$$

Finally, in what follows, a matrix inequality such as $A \geq B$ means that matrix $(A-B)$ is nonnegative definite.

## 3. Preliminary Results

We derive here a first theorem that extends Lemma 1 of [7]. The problem addressed is to find an estimator $\widehat{\phi_{X}(X)}$ of the score function $\phi_{X}(X)$ in terms of the observations $Y=A X$. Obviously, this estimator depends of $Y$, but this dependence is omitted here for notational convenience.

Theorem 3.1. Under the hypotheses expressed in Section 2 the solution to the minimum mean square estimation problem

$$
\begin{equation*}
\widehat{\phi_{X}(X)}=\arg \min _{w} \mathrm{E}_{X, Y}\left[\left\|\phi_{X}(X)-w(Y)\right\|^{2}\right] \text { subject to } Y=A X \tag{3.1}
\end{equation*}
$$

is

$$
\begin{equation*}
\widehat{\phi_{X}(X)}=A^{T} \phi_{Y}(Y) . \tag{3.2}
\end{equation*}
$$

The proof we propose here relies on elementary algebraic manipulations according to the rules expressed in the following lemma.

Lemma 3.2. If $X$ and $Y$ are two random vectors such that $Y=A X$, where $A$ is a full rowrank matrix then for any smooth functions $g_{1}: \mathbb{R}^{m} \rightarrow \mathbb{R}, g_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}, h_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, $h_{2}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$,
Rule 0

$$
\mathrm{E}_{X}\left[g_{1}(A X)\right]=\mathrm{E}_{Y}\left[g_{1}(Y)\right]
$$

Rule 1

$$
\mathrm{E}_{X}\left[\phi_{X}(X) g_{2}(X)\right]=-\mathrm{E}_{X}\left[\nabla_{X} g_{2}(X)\right]
$$

Rule 2

$$
\mathrm{E}_{X}\left[\phi_{X}(X) h_{1}^{T}(X)\right]=-\mathrm{E}_{X}\left[\nabla_{X} h_{1}^{T}(X)\right]
$$

Rule 3

$$
\nabla_{X} h_{2}^{T}(A X)=A^{T} \nabla_{Y} h_{2}^{T}(Y)
$$

Rule 4

$$
\mathrm{E}_{X}\left[\nabla_{X} \phi_{Y}^{T}(Y)\right]=-A^{T} J_{Y} .
$$

Proof. Rule 0 is proved in [2, vol. 2, p.133]. Rule 1 and Rule 2 are easily proved using integration by parts. For Rule 3, denote by $h_{k}$ the $k^{t h}$ component of vector $h=h_{2}$, and remark that

$$
\begin{aligned}
\frac{\partial}{\partial x_{j}} h_{k}(A X) & =\sum_{i=1}^{m} \frac{\partial h_{k}(A X)}{\partial y_{i}} \frac{\partial y_{i}}{\partial x_{j}} \\
& =\sum_{i=1}^{m} A_{i j}\left[\nabla_{Y} h_{k}(Y)\right]_{i} \\
& =\left[A^{T} \nabla_{Y} h_{k}(Y)\right]_{j} .
\end{aligned}
$$

Now $h^{T}(Y)=\left[h_{1}^{T}(Y), \ldots, h_{n}^{T}(Y)\right]$ so that $\nabla_{X} h^{T}(Y)=\left[\nabla_{X} h_{1}^{T}(A X), \ldots, \nabla_{X} h_{n}^{T}(A X)\right]=$ $A^{T} \nabla_{Y} h^{T}(Y)$.

Rule 4 can be deduced as follows:

$$
\begin{aligned}
& \mathrm{E}_{X}\left[\nabla_{X} \phi_{Y}^{T}(Y)\right] \\
& \stackrel{\text { Rule 3 }}{=} A^{T} \mathrm{E}_{X}\left[\nabla_{Y} \phi_{Y}^{T}(Y)\right] \\
& \stackrel{\text { Rule 0 }}{=} A^{T} \mathrm{E}_{Y}\left[\nabla_{Y} \phi_{Y}^{T}(Y)\right] \\
& \stackrel{\text { Rule 2 }}{=}-A^{T} \mathrm{E}_{Y}\left[\phi_{Y}(Y) \phi_{Y}(Y)^{T}\right] .
\end{aligned}
$$

For the proof of Theorem 3.1, we will also need the following orthogonality result.

Lemma 3.3. For all multivariate functions $h: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}, \widehat{\phi_{X}(X)}=A^{T} \phi_{Y}(Y)$ satisfies

$$
\begin{equation*}
\mathrm{E}_{X, Y}\left(\phi_{X}(X)-\widehat{\phi_{X}(X)}\right)^{T} h(Y)=0 \tag{3.3}
\end{equation*}
$$

Proof. Expand into two terms and compute first term using the trace operator $\operatorname{tr}(\cdot)$

$$
\begin{aligned}
\mathrm{E}_{X, Y}\left[\phi_{X}(X)^{T} h(Y)\right] & =\operatorname{tr} \mathrm{E}_{X, Y}\left[\phi_{X}(X) h^{T}(Y)\right] \\
& \text { Rule 2] Rule } 0 \\
& -\operatorname{tr} \mathrm{E}_{Y}\left[\nabla_{X} h^{T}(Y)\right] \\
& \stackrel{\text { Rule 3 }}{=}-\operatorname{tr} A^{T} \mathrm{E}_{Y}\left[\nabla_{Y} h^{T}(Y)\right] .
\end{aligned}
$$

Second term writes

$$
\begin{aligned}
\mathrm{E}_{X, Y}\left[{\widehat{\phi_{X}(X)}}^{T} h(Y)\right] & =\operatorname{tr} \mathrm{E}_{X, Y}\left[\widehat{\phi_{X}(X)} h^{T}(Y)\right] \\
& =\operatorname{tr} \mathrm{E}_{Y}\left[A^{T} \phi_{Y}(Y) h^{T}(Y)\right] \\
& =\operatorname{tr} A^{T} \mathrm{E}_{Y}\left[\phi_{Y}(Y) h^{T}(Y)\right] \\
& \frac{\text { Rule } 2}{=}-\operatorname{tr} A^{T} \mathrm{E}_{Y}\left[\nabla_{Y} h^{T}(Y)\right]
\end{aligned}
$$

thus the terms are equal.
Using Lemma 3.2 and Lemma 3.3 we are now in a position to prove Theorem 3.1.
Proof of Theorem 3.1. From Lemma 3.3, we have

$$
\begin{aligned}
\mathrm{E}_{X, Y}\left[\left(\phi_{X}(X)-\widehat{\phi_{X}(X)}\right) h(Y)\right] & =\mathrm{E}_{X, Y}\left[\left(\phi_{X}(X)-A^{T} \phi_{Y}(Y)\right) h(Y)\right] \\
& =\mathrm{E}_{Y}\left[\mathrm{E}_{X \mid Y}\left[\left(\phi_{X}(X)-A^{T} \phi_{Y}(Y)\right) h(Y)\right]\right]=0
\end{aligned}
$$

Since this is true for all $h$, it means the inner expectation is null, so that

$$
\mathrm{E}_{X \mid Y}\left[\phi_{X}(X)\right]=A^{T} \phi_{Y}(Y)
$$

Hence, we deduce that the estimator $\widehat{\phi_{X}(X)}=A^{T} \phi_{Y}(Y)$ is nothing else but the conditional expectation of $\phi_{X}(X)$ given $Y$. Since it is well known (see [8] for instance) that the conditional expectation is the solution of the Minimum Mean Square Error (MMSE) estimation problem addressed in Theorem 3.1, the result follows.

Theorem 3.1 not only restates Zamir's result in terms of an estimation problem, but also extends its conditions of application since our proof does not require, as in [7], the independence of the components of $X$.

## 4. Fisher Information Matrix Inequalities

As was shown by Zamir [6], the result of Theorem 3.1 may be used to derive the pair of Fisher Information Inequalities stated in the following theorem:

Theorem 4.1. Under the assumptions of Theorem 3.1.

$$
\begin{equation*}
J_{X} \geq A^{T} J_{Y} A \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{Y} \leq\left(A J_{X}^{-1} A^{T}\right)^{-1} \tag{4.2}
\end{equation*}
$$

We exhibit here an extension and two alternate proofs of these results, that do not even rely on Theorem 3.1. The first proof relies on a classical matrix inequality combined with the algebraic properties of score functions as expressed by Rule 1 to Rule 4. The second (partial) proof is deduced as a particular case of results expressed by Papathanasiou [4].

The first proof we propose is based on the well-known result expressed in the following lemma.
Lemma 4.2. If $U=\left[\begin{array}{cc}A & B \\ C & D\end{array}\right]$ is a block symmetric non-negative matrix such that $D^{-1}$ exists, then

$$
A-B D^{-1} C \geq 0
$$

with equality if and only if $\operatorname{rank}(U)=\operatorname{dim}(D)$.
Proof. Consider the block $L \Delta M$ factorization [3] of matrix $U$ :

$$
U=\underbrace{\left[\begin{array}{cc}
I & B D^{-1} \\
0 & I
\end{array}\right]}_{L} \underbrace{\left[\begin{array}{cc}
A-B D^{-1} C & 0 \\
0 & D
\end{array}\right]}_{\Delta} \underbrace{\left[\begin{array}{cc}
I & 0 \\
D^{-1} C & I
\end{array}\right]}_{M^{T}} .
$$

We remark that the symmetry of $U$ implies that $L=M$ and thus

$$
\Delta=L^{-1} U L^{-T}
$$

so that $\Delta$ is a symmetric nonnegative definite matrix. Hence, all its principal minors are nonnegative, and

$$
A-B D^{-1} C \geq 0
$$

Using this matrix inequality, we can complete the proof of Theorem 4.1 by considering the two following $(m+n) \times(m+n)$ matrices

$$
\begin{aligned}
& U_{1}=\mathrm{E}\left[\begin{array}{c}
\phi_{X}(X) \\
\phi_{Y}(Y)
\end{array}\right]\left[\begin{array}{ll}
\phi_{X}^{T}(X) & \phi_{Y}^{T}(Y)
\end{array}\right], \\
& U_{2}
\end{aligned}=\mathrm{E}\left[\begin{array}{c}
\phi_{Y}(Y) \\
\phi_{X}(X)
\end{array}\right]\left[\begin{array}{ll}
\phi_{Y}^{T}(Y) & \phi_{X}^{T}(X)
\end{array}\right] .
$$

For matrix $U_{1}$, we have, from Lemma 4.2

$$
\begin{align*}
& \mathrm{E}_{X}\left[\phi_{X}(X) \phi_{X}^{T}(X)\right]  \tag{4.3}\\
& \geq \mathrm{E}_{X, Y}\left[\phi_{X}(X) \phi_{Y}^{T}(Y)\right]\left(\mathrm{E}_{Y}\left[\phi_{Y}(Y) \phi_{Y}^{T}(Y)\right]\right)^{-1} \mathrm{E}_{X, Y}\left[\phi_{Y}(Y) \phi_{X}^{T}(X)\right]
\end{align*}
$$

Then, using the rules of Lemma 3.2, we can recognize that

$$
\begin{aligned}
\mathrm{E}_{X}\left[\phi_{X}(X) \phi_{X}^{T}(X)\right] & =J_{X}, \\
\mathrm{E}_{Y}\left[\phi_{Y}(Y) \phi_{Y}^{T}(Y)\right] & =J_{Y}, \\
\mathrm{E}_{X, Y}\left[\phi_{X}(X) \phi_{Y}^{T}(Y)\right] & =-\mathrm{E}_{Y}\left[\nabla \phi_{Y}^{T}(Y)\right]=A^{T} J_{Y}, \\
\mathrm{E}_{X, Y}\left[\phi_{Y}(Y) \phi_{X}^{T}(X)\right] & =\left(A^{T} J_{Y}\right)^{T}=J_{Y} A .
\end{aligned}
$$

Replacing these expressions in inequality (4.3), we deduce the first inequality (4.1).
Applying the result of Lemma 4.2 to matrix $U_{2}$ yields similarly

$$
J_{Y} \geq J_{Y}^{T} A J_{X}^{-1} A^{T} J_{Y}
$$

Multiplying both on left and right by $J_{Y}^{-1}=\left(J_{Y}^{-1}\right)^{T}$ yields inequality 4.2).
Another proof of inequality (4.2) is now exhibited, as a consequence of a general result derived by Papathanasiou [4]. This result states as follows.

Theorem 4.3. (Papathanasiou [4]) If $g(X)$ is a function $\mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ such that, $\forall i \in[1, m], g_{i}(x)$ is differentiable and var $\left[g_{i}(X)\right] \leq \infty$, the covariance matrix $\operatorname{cov}[g(X)]$ of $g(X)$ verifies:

$$
\operatorname{cov}[g(X)] \geq \mathrm{E}_{X}\left[\nabla^{T} g(X)\right] J_{X}^{-1} \mathrm{E}_{X}[\nabla g(X)]
$$

Now, inequality (4.2) simply results from the choice $g(X)=\phi_{Y}(A X)$, since in this case $\operatorname{cov}[g(X)]=J_{Y}$ and $\mathrm{E}_{X}\left[\nabla^{T} g(X)\right]=-J_{Y} A$. Note that Papathanasiou's theorem does not allow us to retrieve inequality (4.1).

## 5. Case of Equality in Matrix FII

We now explicit the cases of equality in both inequalities (4.1) and (4.2). Case of equality in inequality (4.2) was already characterized in [7] and introduces the notion of 'extractable components' of vector $X$. Our alternate proof also makes use of this notion and establishes a link with the pseudoinverse of matrix $A$.
Case of equality in inequality (4.1). The case of equality in inequality (4.1) is characterized by the following theorem.

Theorem 5.1. Suppose that components $X_{i}$ of $X$ are mutually independent. Then equality holds in (4.1) if and only if matrix A possesses $(n-m)$ null columns or, equivalently, if $A$ writes, up to a permutation of its column vectors

$$
A=\left[A_{0} \mid 0_{m \times(n-m)}\right],
$$

where $A_{0}$ is a $m \times m$ non-singular matrix.
Proof. According to the first proof of Theorem 4.1 and the case of equality in Lemma 4.2 , equality holds in (4.1) if there exists a non-random matrix $B$ and a non-random vector $c$ such that

$$
\phi_{X}(X)=B \phi_{Y}(Y)+c .
$$

However, as random variables $\phi_{X}(X)$ and $\phi_{Y}(Y)$ have zero-mean, $\mathrm{E}_{X}[\phi(X)]=0$, $\mathrm{E}_{Y}[\phi(Y)]=0$, then necessarily $c=0$. Moreover, applying Rule 2 and Rule 4 yields

$$
\mathrm{E}_{X, Y}\left[\phi_{X}(X) \phi_{Y}(Y)^{T}\right]=A^{T} J_{Y}
$$

on one side, and

$$
\mathrm{E}_{X, Y}\left[\phi_{X}(X) \phi_{Y}(Y)^{T}\right]=B J_{Y}
$$

on the other side, so that finally $B=A^{T}$ and

$$
\phi_{X}(X)=A^{T} \phi_{Y}(Y) .
$$

Now, since $A$ has rank $m$, it can be written, up to a permutation of its columns, under the form

$$
A=\left[A_{0} \mid A_{0} M\right]
$$

where $A_{0}$ is an invertible $m \times m$ matrix, and $M$ is an $m \times(n-m)$ matrix. Suppose $M \neq 0$ and express equivalently $X$ as

$$
X=\left[\begin{array}{l}
X_{0} \\
X_{1}
\end{array}\right] \begin{aligned}
& \} m \\
& \} n-m
\end{aligned}
$$

so that

$$
\begin{aligned}
Y & =A X \\
& =A_{0} X_{0}+A_{0} M X_{1} \\
& =A_{0} \tilde{X},
\end{aligned}
$$

with $\tilde{X}=X_{0}+M X_{1}$. Since $A_{0}$ is square and invertible, it follows that

$$
\phi_{Y}(Y)=A_{0}^{-T} \phi_{\tilde{X}}(\tilde{X})
$$

so that

$$
\begin{aligned}
\phi_{X} & =A^{T} \phi_{Y}(Y) \\
& =A^{T} A_{0}^{-T} \phi_{\tilde{X}}(\tilde{X}) \\
& =\left[\begin{array}{c}
A_{0}^{T} \\
M^{T} A_{0}^{T}
\end{array}\right] A_{0}^{-T} \phi_{\tilde{X}}(\tilde{X}) \\
& =\left[\begin{array}{c}
I \\
M^{T}
\end{array}\right] \phi_{\tilde{X}}(\tilde{X}) \\
& =\left[\begin{array}{c}
\phi_{\tilde{X}}(\tilde{X}) \\
M^{T} \phi_{\tilde{X}}(\tilde{X})
\end{array}\right] .
\end{aligned}
$$

As $X$ has independent components, $\phi_{X}$ can be decomposed as

$$
\phi_{X}=\left[\begin{array}{l}
\phi_{X_{0}}\left(X_{0}\right) \\
\phi_{X_{1}}\left(X_{1}\right)
\end{array}\right]
$$

so that finally

$$
\left[\begin{array}{c}
\phi_{X_{0}}\left(X_{0}\right) \\
\phi_{X_{1}}\left(X_{1}\right)
\end{array}\right]=\left[\begin{array}{c}
\phi_{\tilde{X}}(\tilde{X}) \\
M^{T} \phi_{\tilde{X}}(\tilde{X})
\end{array}\right],
$$

from which we deduce that

$$
\phi_{X_{1}}\left(X_{1}\right)=M^{T} \phi_{X_{0}}\left(X_{0}\right) .
$$

As $X_{0}$ and $X_{1}$ are independent, this is not possible unless $M=0$, which is the equality condition expressed in Theorem 5.1.

Reciprocally, if these conditions are met, then obviously, equality is reached in inequality (4.1).

Case of equality in inequality (4.2). Assuming that components of $X$ are mutually independent, the case of equality in inequality (4.2) is characterized as follows:

Theorem 5.2. Equality holds in inequality (4.2) if and only if each component $X_{i}$ of $X$ verifies at least one of the following conditions
a) $X_{i}$ is Gaussian,
b) $X_{i}$ can be recovered from the observation of $Y=A X$, i.e. $X_{i}$ is 'extractable',
c) $X_{i}$ corresponds to a null column of $A$.

Proof. According to the (first) proof of inequality (4.2), equality holds, as previously, if and only if there exists a matrix $C$ such that

$$
\begin{equation*}
\phi_{Y}(Y)=C \phi_{X}(X), \tag{5.1}
\end{equation*}
$$

which implies that $J_{Y}=C J_{X} C^{t}$. Then, as by assumption $J_{Y}^{-1}=A J_{X}^{-1} A^{t}, C=J_{Y} A J_{X}^{-1}$ is such a matrix. Denoting $\tilde{\phi}_{X}(X)=J_{X}^{-1} \phi_{X}(X)$ and $\tilde{\phi}_{Y}(Y)=J_{Y}^{-1} \phi_{Y}(Y)$, equality 5.1 writes

$$
\begin{equation*}
\tilde{\phi}_{Y}(Y)=A \tilde{\phi}_{X}(X) \tag{5.2}
\end{equation*}
$$

The rest of the proof relies on the following two well-known results:

- if $X$ is Gaussian then equality holds in inequality (4.2),
- if $A$ is a non singular square matrix, equality holds in inequality (4.2) irrespectively of $X$.

We thus need to isolate the 'invertible part' of matrix $A$. In this aim, we consider the pseudoinverse $A^{\#}$ of $A$ and form the product $A^{\#} A$. This matrix writes, up to a permutation of rows and columns

$$
A^{\#} A=\left[\begin{array}{ccc}
I & 0 & 0 \\
0 & M & 0 \\
0 & 0 & 0
\end{array}\right]
$$

where $I$ is the $n_{i} \times n_{i}$ identity, $M$ is a $n_{n i} \times n_{n i}$ matrix and $\mathbf{0}$ is a $n_{z} \times n_{z}$ matrix with $n_{z}=$ $n-n_{i}-n_{n i}$ ( $i$ stands for invertible, $n_{i}$ for not invertible and $z$ for zero). Remark that $n_{z}$ is exactly the number of null columns of $A$. Following [6, 7], $n_{i}$ is the number of 'extractable' components, that is the number of components of $X$ that can be deduced from the observation $Y=A X$. We provide here an alternate characterization of $n_{i}$ as follows: the set of solutions of $Y=A X$ is an affine set

$$
X=A^{\#} Y+\left(I-A^{\#} A\right) Z=X_{0}+\left(I-A^{\#} A\right) Z
$$

where $X_{0}$ is the minimum norm solution of the linear system $Y=A X$ and $Z$ is any vector. Thus, $n_{i}$ is exactly the number of components shared by $X$ and $X_{0}$.

The expression of $A^{\#} A$ allows us to express $\mathbb{R}^{n}$ as the direct sum $\mathbb{R}^{n}=\mathbb{R}^{i} \oplus \mathbb{R}^{n i} \oplus \mathbb{R}^{z}$, and to express accordingly $X$ as $X=\left[X_{i}^{T}, X_{n i}^{T}, X_{z}^{T}\right]^{T}$. Then equality in inequality 4.2 can be studied separately in the three subspaces as follows:
(1) restricted to subspace $\mathbb{R}^{i}, A$ is an invertible operator, and thus equality holds without condition,
(2) restricted to subspace $\mathbb{R}^{n i}$, equality 5.2 writes $M \tilde{\phi}\left(X_{n i}\right)=\tilde{\phi}\left(M X_{n i}\right)$ that means that necessarily all components of $X_{n i}$ are gaussian,
(3) restricted to subspace $\mathbb{R}^{z}$, equality holds without condition.

As a final note, remark that, although $A$ is supposed full rank, $n_{i} \leq \operatorname{rank} A$. For instance, consider matrix

$$
A=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 1
\end{array}\right]
$$

for which $n_{i}=1$ and $n_{n i}=2$. This example shows that the notion of 'extractability' should not be confused with the invertibility restricted to a subspace. $A$ is clearly invertible in the subspace $x_{3}=0$. However, such a subspace is irrelevant here since, as we deal with continuous random input vectors, $X$ has a null probability to belong to this subspace.
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